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Kate Deniston 

The regulation of AI in the UK is sometimes regarded as lagging behind the EU – with a complex and 

fragmented approach. But rather than trailing Brussels, the UK is taking a sectoral approach to AI regulation 

in contrast to the EU, with oversight of AI regulation currently spread across multiple sector regulators rather 

than a single AI authority.   

This article cuts through the complexity that is a result of this sectoral approach, helping businesses 

understand the role of the UK sector regulators and the actions that each key regulator has taken to oversee 

AI in their sector.   

How the role of the sector regulators has evolved 

In March 2023, the UK’s Conservative government proposed in its AI White Paper that the UK’s existing 

regulators would regulate AI within their sector remits, rather than establishing a new regulator for AI.   

Almost two years later, the AI Opportunities Action Plan was published by the new Labour government, and 

was swiftly endorsed by Sir Keir Starmer.   

While the role that had been given to the regulators was not overruled by Labour, there was a notable shift in 

focus. The Sunak-led government’s White Paper envisaged regulators using their enforcement powers to 

regulate AI. However, in the Action Plan, regulators are encouraged to promote AI innovation within their 

sectors.  

On 17 November 2025, Baroness Lloyd, a minister for the Department for Science, Innovation & 

Technology, endorsed the approach and stated in Parliament,  

“I remind the House that AI is already regulated in the UK and we regulate on a context-specific 

approach. Our regulators can take account of the developments in AI, which are indeed rapid, 

and ensure that they are tailored. In addition, as noble Lords know, we have got various 

regulators undertaking regulatory sandboxes and the new proposal for the AI growth lab, which 

will look across all sectors and allow regulators to collaborate on this quite rapidly changing 

technological development.”  

This statement underlines the role that the government expects regulators to play in UK AI regulation.   

However, challenges remain for regulators regulating AI in their sector as foundation models cross all 

sectors, but this is less of an issue if the role of the regulators is primarily promotional, rather 

than enforcement focused.   

In this article, we examine how the key regulators are responding to AI in practice. Some regulators have, 

inevitably, been more active than others e.g. the CMA has been particularly active, whilst the ICO, FCA and 

OFCOM have issued guidance documents and discussed best practices but have mostly steered away 

from enforcement. Other regulators have less resource and technical expertise to address developments 

in AI in a meaningful way.   

Agentic AI is an emerging form of AI that is gathering momentum, and it poses a host of new 

risks. The Digital Regulation Cooperation Forum (“DRCF”), a collaboration between four key UK 

regulators - the CMA, OFCOM, ICO and FCA - has been looking into emerging AI applications such as 

agentic AI. The ICO has also individually published a new report on agentic AI. However, as this article 

shows, other regulators have been slower to “take account of the developments in AI” in the way envisaged 

by Baroness Lloyd.  

 

Introduction 

https://www.twobirds.com/en/people/k/kate-deniston
https://www.gov.uk/government/publications/ai-regulation-a-pro-innovation-approach/white-paper
https://www.twobirds.com/en/insights/2025/uk/what-is-the-impact-of-the-new-ai-opportunities-action-plan-on-uk-ai-regulation
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Saskia King, Ariane LeStrat and Aditi Aggarwal  

As reported in our earlier 2024 Article, the CMA endorsed the UK government’s proposed principles-

based approach to AI regulation in its April 2024 update paper. The CMA’s update paper identified an  

“interconnected web” of over 90 partnerships and strategic investments involving Google, Apple, 

Microsoft, Meta, Amazon and Nvidia across the AI value chain. 

Since then, the CMA in July 2024 joined the European Commission, US Department of Justice, and Federal 

Trade Commission in issuing a joint statement on competition in generative AI (“GenAI”) foundation models, 

emphasising their shared concerns about concentrated control of key inputs, entrenchment of market power 

in AI-related markets and the potential for partnerships between major firms to undermine competition.   

Further, the CMA has continued to collaborate with other UK regulators (including the ICO, FCA and 

OFCOM) through the DRCF under the leadership of Sarah Cardell, CEO of the CMA, who became Chair of 

the DRCF this year. The 2025/26 work plan indicates the DRCF will focus on developing the regulators' 

understanding of how their respective regulatory regimes might apply to AI and working to identify and 

resolve any points of conflict. As part of this work, in October 2025, the DRCF issued a call for views on 

agentic AI to understand the practical challenges and regulatory uncertainties businesses face when 

deploying these systems.   

Over the past year, the CMA has intensified its scrutiny of AI-driven transactions, most notably through its 

merger control powers.   

Since December 2023, the CMA has initiated five merger control investigations into AI partnerships 

including:  

• Microsoft / OpenAI;   

• Microsoft / Mistral AI;   

• Microsoft / Inflection AI;   

• Amazon / Anthropic; and   

• Alphabet / Anthropic.   

In four out of five of these cases, the CMA concluded it lacked jurisdiction to assess the transactions in 

depth.   

In both Microsoft / Mistral AI and Alphabet / Anthropic, the acquirers were found not to have acquired control 

or “material influence” over the AI targets as neither were given any voting or exclusivity rights conferring 

dependency or locking developers in, as the AI firms in both cases remained free to work with other cloud 

providers.   

In Amazon / Anthropic, the CMA found it did not have jurisdiction under the target turnover or share-of-

supply tests, meaning it was unable to pursue a full investigation. Notably, had the new “hybrid test” under 

the Digital Markets, Competition and Consumers Act 2024 (“DMCCA”) been in force at the time, it is possible 

this deal would have been caught given Amazon's large UK turnover and Anthropic’s UK nexus.   

In Microsoft / OpenAI, the CMA opened an investigation following the dismissal and reappointment of Sam 

Altman as CEO in 2023, having initially investigated the deal in 2019. The CMA took 15 months to 

investigate whether Microsoft had increased its level of control, ultimately concluding that Microsoft did not 

acquire de facto control as it was unable to control OpenAI's commercial policy – it could only exert a high 

level of material influence.   

Competition and Markets 
Authority (“CMA”) 

https://www.twobirds.com/en/people/s/saskia-king
https://www.twobirds.com/en/people/a/ariane-le-strat
https://www.twobirds.com/en/people/a/aditi-aggarwal
https://www.twobirds.com/en/insights/2024/uk/ai-regulation-in-the-uk-where-are-we-now
https://www.gov.uk/government/publications/ai-foundation-models-update-paper
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Interestingly, in Microsoft / Inflection AI, the CMA did find jurisdiction as the transfer of employees (an “acqui-

hire”), know-how and IP rights was sufficient to create a relevant merger situation. The CMA unconditionally 

cleared the transaction at Phase 1, finding no realistic prospect of a substantial lessening of competition as 

Inflection faced significant competition in the development and supply of consumer chatbots and foundation 

models.     

The CMA is clearly interested in regulating AI. With its growing expertise, including an 80 person Data, 

Technology and Analytics unit, and new powers under the DMCCA, the CMA is likely to intensify oversight of 

partnerships between multinational firms and early-stage AI companies with a UK presence. 
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Nora Santalu 

In June 2025, the ICO announced its AI and biometrics strategy, “Preventing Harm, Promoting Trust”, which 

aims to ensure that organisations can develop and deploy AI and biometric technologies with confidence 

whilst safeguarding individuals from harm. The ICO's targeted action plan for 2025/2026 includes, among 

other initiatives:  

• consulting on updated Automated Decision-Making (“ADM”) and Profiling guidance reflecting the 

Data Use and Access Act, developing a statutory code of practice on AI and ADM, and 

scrutinising ADM use in recruitment by major employers and platforms;  

• securing assurances from foundation model developers that personal information used in model 

training is safeguarded, with appropriate controls to prevent misuse or reproduction of sensitive 

information (including CSAM material), setting clear regulatory expectations to strengthen 

compliance (including for the use of special category data), and taking action where unlawful model 

training creates risks or harm; and  

• assessing the data protection implications of agentic AI and setting standards for AI systems that 

infer subjective traits, intentions or emotions based on biometric data.  

The ICO has also published several tech futures reports into cutting edge technologies over the past 

few years, most recently a report on Agentic AI analysing the opportunities brought by these systems 

and data protection risks. These include unclear controller/processor responsibilities in supply chains, 

increased automated decision-making, overly broad processing purposes, unnecessary personal data 

processing, and other related concerns. The ICO emphasised that system design and 

architecture provide good opportunities for privacy by design and privacy-friendly innovation in agentic 

AI, and it recommended that organisations leverage these opportunities for responsible deployment.  

These initiatives represent a continuation of the ICO’s multi-faceted approach to regulating AI, which 

incorporates the issuance of guidance, operation of regulatory sandboxes, conduct of voluntary audits and, 

where necessary, enforcement action.  

In its latest series of regulatory sandboxes, the ICO is focusing on emerging technologies including 

neurotechnologies, next-generation search engines with embedded AI capabilities, quantum computing, 

synthetic media (such as deepfakes) and its identification and detection, consumer health-tech (including 

wearable devices, digital diagnostics, therapeutics and healthcare infrastructure), immersive technology and 

virtual worlds, as well as personalised AI focusing on the customisation of large language models based on 

individual users’ search patterns, personal preferences and characteristics to create more tailored user 

experiences and better-targeted outputs.  

The ICO has also been active in conducting investigations, particularly in relation to the intersection of AI and 

the protection of children online (Snap (My AI chatbot)) and the use of biometric data (Clearview AI), the 

latter of which resulted in a successful appeal for the ICO at the Upper Tribunal in October 2025. Clearview 

AI was subsequently granted permission to appeal the Upper Tribunal’s decision to the Court of Appeal on 

19 December 2025.  

With respect to voluntary audits, the ICO released a report on developers and providers of AI powered tools 

used in recruitment which uncovered that whilst many providers monitored their systems for accuracy and 

bias, some lacked adequate testing. Certain tools enabled discrimination through filtering by protected 

characteristics or inferred gender and ethnicity without a lawful basis or candidate knowledge. Some tools 

collected excessive personal information, scraping millions of profiles from job sites and social media 

without user awareness. In addition, several AI providers incorrectly defined themselves as processors rather 

Information Commissioner’s 
Office (“ICO”) 

https://www.twobirds.com/en/people/n/nora-santalu
https://ico.org.uk/about-the-ico/our-information/our-strategies-and-plans/artificial-intelligence-and-biometrics-strategy/
https://ico.org.uk/about-the-ico/research-reports-impact-and-evaluation/research-and-reports/technology-and-innovation/tech-horizons-and-ico-tech-futures/ico-tech-futures-agentic-ai/
https://ico.org.uk/for-organisations/advice-and-services/regulatory-sandbox/our-key-areas-of-focus-for-the-regulatory-sandbox/
https://ico.org.uk/media2/migrated/4029988/snap-my-ai-non-confidential-decision-21-may-2024-20240619-redacted.pdf
https://ico.org.uk/about-the-ico/media-centre/news-and-blogs/2025/10/uk-upper-tribunal-hands-down-judgment-on-clearview-ai-inc/
https://ico.org.uk/media2/migrated/4031620/ai-in-recruitment-outcomes-report.pdf
https://ico.org.uk/media2/migrated/4031620/ai-in-recruitment-outcomes-report.pdf
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than controllers, thereby avoiding compliance responsibilities through vague contractual 

arrangements. During the audit, the ICO made approximately 300 recommendations to improve compliance, 

all of which were accepted by the participants. 
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Tom Hepplewhite and Hiba Abdi 

The FCA’s approach to overseeing AI involves a consistent emphasis on testing and collaboration over 

introducing new AI-specific rules and active enforcement. In September 2025, the regulator reconfirmed its 

position as a “technology-agnostic, principles-based and outcomes-focused regulator”, making clear that 

financial services firms will not face bespoke new rules to govern their use of AI. The FCA's chief executive 

Nikhil Rathi has emphasised that the regulator will "not come after you every time something goes wrong" 

with AI innovation, stating that the FCA will only be concerned about "egregious failures that are not dealt 

with". This signals a fundamentally different regulatory relationship that accepts "there will be bumps in the 

road" with innovation. The FCA emphasises the application of existing rules to firms' AI use, particularly 

highlighting the importance of effective internal governance and clear accountability under the Senior 

Managers & Certification Regime, especially where AI is outsourced to or provided by third parties.  

The FCA has expanded its sandbox initiatives for AI beyond its existing Innovation Hub. In June 2025, the 

regulator launched a “supercharged sandbox”, offering early-stage firms access to data, computing power, 

regulatory support and technical expertise, including NVIDIA accelerated computing and AI Enterprise 

Software. Most notably, following an engagement paper published in April 2025, the FCA launched an “AI 

live testing” scheme in September 2025 that allows firms to test AI models in real-world conditions with 

access to high-quality synthetic data. The service enables firms to collaborate with the FCA whilst checking 

that their new AI tools are ready to be deployed safely and responsibly. Applications for the first wave of AI 

live testing closed in September 2025, with the first cohorts now underway. Insights from these initiatives are 

feeding directly into policy work with the Bank of England and ICO.  

The FCA has also developed its AI Spotlight programme, which in November 2025 became the foundation 

for a cross-border partnership with the Monetary Authority of Singapore. This UK-Singapore AI-in-Finance 

Partnership enables joint testing of AI solutions and cross-sharing between the two jurisdictions, helping 

firms scale innovations across both markets whilst ensuring AI is used safely and responsibly.  

Following a roundtable held with industry leaders in May 2025 and a two-day AI Sprint in January 2025 

(which involved 115 participants from across the industry, academia, regulators, technology providers and 

consumer representatives), the FCA announced that it will develop a statutory Code of Practice for firms 

developing or deploying AI and automated decision-making systems. This move, being developed jointly with 

the ICO, is aimed at setting clearer expectations and reducing regulatory uncertainty.   

The FCA has not taken enforcement action relating to AI to date. 

 

Financial Conduct Authority 
(“FCA”) 

https://www.twobirds.com/en/people/t/thomas-hepplewhite
https://www.ft.com/content/ba3b38da-8ca0-434d-b657-4fcc9383af7e
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Anthony Rosen, Heather Catchpole and Isabelle Heatley 

Since publishing its strategic approach to AI in June 2025, OFCOM continues to monitor and consider the us

e of AI and how it can impact conduct and compliance in its regulated sectors covering telecoms, spectrum, 

post and online safety.    

Online Safety  

The extent to which GenAI chatbots (whether standalone or integrated into an overall service) fall within 

scope of the Online Safety Act 2023 (“OSA”) remains ambiguous. 

OFCOM recently published guidance explaining the OSA’s applicability to chatbots, echoing points from its 

earlier open letter to service providers on the topic. Multi-user chatbots, chatbots with live search 

integrations, and chatbots producing pornographic content are likely to be caught. Crucially however, it is not 

clear that a key use case – chatbots only allowing people to interact with the chatbot itself, and no other 

users – would be directly covered, although OFCOM has said it expects wider platforms integrating new 

GenAI functionality to update their risk assessments and put safety measures in place where needed. There 

is also ambiguity around which party will be the regulated “provider” of search-integrated chatbots, and 

OFCOM’s discussion paper on GenAI search reserves judgement on this. OFCOM has said it will be 

supporting the UK government as it considers possible changes to the OSA to deal with GenAI-related 

harms. 

To date, OFCOM has not recommended any GenAI-specific safety measures in its Illegal Content or 

Children’s Codes of Practice. Rather, OFCOM has listed GenAI as an area it will prioritise for further 

consideration and has indicated that it will monitor and keep under review the extent to which GenAI specific 

measures are needed. OFCOM has published discussion papers and technical research on red-teaming 

(here), deepfake safety measures (here and here), applications of GenAI (here) and GenAI search (linked 

above), demonstrating it is building its evidence base in this area. 

In November 2025, OFCOM issued its second fine under the Online Safety Act to Itai Tech Ltd, an operator 

of an AI-powered "nudification" site, for failing to implement mandatory age assurance measures. In January 

2026, OFCOM announced an investigation into Novi Ltd’s AI character companion chatbot service in relation 

to pornography provider age assurance requirements; and has opened an investigation concerning the use 

of the Grok AI chatbot on X 

AI Regulatory Sandboxes 

Whilst OFCOM has not launched a standalone AI regulatory sandbox, it continues to support AI innovation 

through various initiatives outlined in their strategic approach – see our article here. The Online Safety 

Technology Lab continues to provide practical research into safety technologies, enabling platforms to trial 

AI-driven content moderation tools whilst ensuring compliance with online safety duties. OFCOM also 

conducts research into the adoption and use of GenAI to assess the impact on its regulated sectors. 

Other Actions 

OFCOM is collaborating with other regulators to deepen their understanding of AI's risks and opportunities. 

The regulator is cooperating with the CMA, ICO and FCA through the DRCF to understand emerging AI 

applications, such as agentic AI. Knowledge sharing will be vital for future safeguarding, as the technology 

continues to evolve at a rapid pace.   

Office of Communications 
(“OFCOM”) 

https://www.twobirds.com/en/people/a/anthony-rosen
https://www.twobirds.com/en/people/h/heather-catchpole
https://www.twobirds.com/en/insights/2025/ofcom%E2%80%99s-strategic-approach-to-ai
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/ai-chatbots-and-online-regulation-what-you-need-to-know
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/open-letter-to-uk-online-service-providers-regarding-generative-ai-and-chatbots
https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/online-research/other/the-era-of-answer-engines---discussion-paper.pdf?v=407803
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/red-teaming-for-genai-harms
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/deepfake-defences
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/deepfake-defences-2--the-attribution-toolkit
https://www.ofcom.org.uk/siteassets/resources/documents/research-and-data/media-literacy-research/making-sense-of-media/future-technology-trends-and-media-literacy/future-technology-and-media-lit-applications-of-generative-ai.pdf?v=384879
https://www.ofcom.org.uk/online-safety/protecting-children/ofcom-fines-nudification-site-50000-for-failing-to-introduce-age-checks
https://www.ofcom.org.uk/online-safety/protecting-children/investigation-into-novi-ltds-compliance-with-the-duty-to-prevent-children-from-encountering-pornographic-content-through-the-use-of-age-assurance?utm_medium=email&utm_campaign=Ofcom%20investigates%20AI%20companion%20chatbot%20service&utm_content=Ofcom%20investigates%20AI%20companion%20chatbot%20service+CID_ae1cb6964169ad9aa237c59557249bc9&utm_source=updates&utm_term=opened%20an%20investigation%20into%20Novi%20Ltd
https://www.ofcom.org.uk/online-safety/illegal-and-harmful-content/ofcom-launches-investigation-into-x-over-grok-sexualised-imagery
https://www.twobirds.com/en/insights/2025/ofcom%E2%80%99s-strategic-approach-to-ai
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Hannah Buckley  

Since publishing its initial strategic approach to AI in 2024, OFGEM has taken several steps to advance its 

framework for safe and ethical AI use in the energy sector. Whilst OFGEM maintains that the existing 

regulatory framework is appropriate to govern the use of AI, it issued additional guidance in May 2025 to 

complement and support that framework. This additional guidance centred on ethical AI deployment, 

focusing on governance, transparency, and sustainability principles for licensees and other stakeholders, 

whilst noting the opportunities to harness AI to deliver clean, secure and affordable energy solutions. This 

fulfilled OFGEM’s commitment to publish regulatory guidance on AI as part of their Forward Work 

Programme for 2025 – 2026. The additional guidance covers governance measures and policies to ensure 

effective oversight of AI, an approach to help stakeholders identify and manage risks associated with AI, and 

competencies required for the ethical adoption of AI.  

OFGEM seeks to harness AI’s potential to drive efficiencies, enhance consumer services and drive the net 

zero energy transition, whilst being aware of the risks AI could introduce without appropriate oversight and 

safeguards. As such, OFGEM opened a consultation to develop a technical sandbox in July 2025 to assess 

the case for a technical sandbox and to focus on the design, development and evaluation of AI systems.   

Such technical sandbox would create a safe and controlled digital space to test AI uses. This would 

complement OFGEM’s existing AI Regulatory Labs which are regular discussion-based sessions where 

energy sector stakeholders can test hypothetical or real AI uses against existing regulations. The latest AI 

Regulatory Lab in October 2025 invited industry input on how controlled environments could support 

innovation while managing risk. The next AI Regulatory Lab is due to be held on 25 February 2026. Both the 

development of a technical sandbox and the AI Regulatory Labs are initiatives which aim to complement the 

outcome-based approach and risk framework introduced in 2024.  

To date, OFGEM has not taken enforcement action specifically related to AI, instead favouring a proactive 

approach to manage risk. OFGEM continues to monitor emerging risks such as algorithmic collusion and 

liability concerns, which were highlighted in its earlier strategy and subsequent stakeholder discussions. 

Office of Gas and Electricity 
Markets (“OFGEM”) 

https://www.twobirds.com/en/people/h/hannah-buckley
https://www.ofgem.gov.uk/sites/default/files/2024-04/Ofgem%27s%20strategic%20approach%20to%20AI%20FINAL%20240430.pdf


 

© Bird & Bird LLP 15 January 2026 AI regulation in the UK: The role of the regulators 11 

Pieter Erasmus 

The UK regulations governing medical devices placed on the UK market, including AI as a medical device 

(“AIaMD”), are under review as part of the wider programme of reform to medical device regulation.   

While there has been extensive discussion regarding AIaMD, no binding updates have yet been made to 

existing regulations to address the complexities of AI in medical devices. AI-specific guidance and 

commentary have, however, been published on several related topics.  

Currently, the applicable regulatory framework and guidance for AIaMD are the same as for Software as a 

Medical Device (“SaMD”). Accordingly, the overarching framework in the UK is the UK Medical Devices 

Regulations 2002 (as amended) (“UK MDR”). The primary guidance applicable to SaMD, as published by the 

MHRA, also applies to AIaMD.  

According to the MHRA’s policy paper of 30 April 2024, where AI is used for a “medical purpose”, it is very 

likely to fall within the definition of a general medical device. This means that it must meet the requirements 

of the UK MDR before being placed on the UK market.  

In short, the MHRA proposes to deliver regulatory reform in this area through light-touch regulatory 

amendment and updated guidance, more streamlined processes for SaMD/AIaMD, and the potential up-

classification of such devices (from the current Class I). This area remains in flux and should be monitored 

closely.  

In the MHRA’s AI White Paper, a number of key principles are addressed from an AI perspective, including 

transparency and explainability of AI, fairness, and accountability and governance.   

The MHRA has also (re-)launched a regulatory sandbox for AIaMD, known as the AI Airlock. Using real-

world products, the AI Airlock brings together expertise from within the MHRA and partners such as UK 

Approved Bodies, the NHS, and other regulators. The outputs of this initiative will inform future MHRA 

guidance and policy, while exploring limitations of current approaches to demonstrating regulatory 

compliance for AIaMD. The second phase of the AI Airlock is currently ongoing.  

The MHRA has also recently (on 18 December 2025) launched a call for evidence to inform the 

recommendations of the National Commission into the Regulation of AI in Healthcare regarding the 

regulation of AI in healthcare in the UK. This call for evidence closes on 2 February 2026.  

Looking forward, the MHRA is developing supplementary guidance to ensure AIaMD placed on the UK 

market is supported by robust assurance regarding safety and effectiveness and outlining technical methods 

to test AIaMD. Key topics for manufacturers include:  

• Good Machine Learning Practice (“GMLP”): Based on 10 guiding principles jointly developed by the 

MHRA, US Food and Drug Administration, and Health Canada, intended to form the foundation for 

GMLP addressing the unique nature of AIaMD. Future MHRA guidance will map these principles to 

key responsibilities under the UK MDR.     

 

Medicines and Healthcare 
products Regulatory Agency 
(“MHRA”) 

https://www.twobirds.com/en/people/p/pieter-erasmus
https://www.gov.uk/government/publications/software-and-ai-as-a-medical-device-change-programme/software-and-ai-as-a-medical-device-change-programme-roadmap#introduction
https://www.legislation.gov.uk/uksi/2002/618/contents
https://www.legislation.gov.uk/uksi/2002/618/contents
https://www.gov.uk/government/publications/medical-devices-software-applications-apps
https://www.gov.uk/government/publications/impact-of-ai-on-the-regulation-of-medical-products/impact-of-ai-on-the-regulation-of-medical-products
https://assets.publishing.service.gov.uk/media/662fce1e9e82181baa98a988/MHRA_Impact-of-AI-on-the-regulation-of-medical-products.pdf
https://www.gov.uk/government/collections/ai-airlock-the-regulatory-sandbox-for-aiamd
https://www.gov.uk/government/calls-for-evidence/regulation-of-ai-in-healthcare
https://www.gov.uk/government/groups/national-commission-into-the-regulation-of-ai-in-healthcare
https://www.gov.uk/government/publications/good-machine-learning-practice-for-medical-device-development-guiding-principles/good-machine-learning-practice-for-medical-device-development-guiding-principles
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• Predetermined Change Control Plans (“PCCPs”): Addressing how manufacturers can manage post-

market AI updates, this guidance aligns internationally with the five guiding principles developed with 

the US Food and Drug Administration and Health Canada.  

Transparency of machine learning medical devices: The MHRA, FDA, and Health Canada have jointly 

established guiding principles on transparency, offering good practice guidance applicable to all medical 

devices. 

https://www.gov.uk/government/publications/predetermined-change-control-plans-for-machine-learning-enabled-medical-devices-guiding-principles
https://www.gov.uk/government/publications/machine-learning-medical-devices-transparency-principles
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Andy Danson and Henry Sealy 

Whilst the ASA has not taken any steps to regulate AI directly, it has released numerous guidance notes 

explaining how AI interacts with the CAP Code.  

For example, in November 2024, the ASA released a report entitled “AI as a Marketing Term – A 

Quantitative Review of Usage in UK Advertising”. Whilst this report focussed mainly on the ASA’s research 

into how advertisers used AI as a marketing term, it also provided some useful tips for advertisers on how to 

ensure compliance with the CAP Code, as follows:  

1. When making claims that a product has or uses AI, it’s important not to mislead consumers. For 

example, advertisers should not:  

a. Falsely claim that a product uses AI or has AI features if it doesn’t;  

b. Exaggerate what any AI products or features can actually do; or  

c. Claim that an AI product does something better than a non-AI product, unless they have good 

evidence to support this.  

2. Advertisers should make sure their claims don’t mislead consumers, particularly about what the 

product is capable of.  

3. Advertisers of AI-native products should ensure that their ads are socially responsible and that they 

promote products which are legal and compliant with any statutory requirements.  

4. Advertisers should ensure that their use of “AI” as a marketing term does not mislead the audience 

materially about the product or service.  

More recently, in May 2025, the ASA released some additional guidance covering when advertisers should 

disclose the use of AI in advertising.   

The main takeaway from this more recent advice is that advertisers should ask themselves whether the 

audience is likely to be misled if the use of AI is not disclosed and if so whether the disclosure clarifies the 

ad’s message or contradicts it.  

The ASA points to how advertisers have been using post-production to manipulate sounds and images for 

many years, without a regulatory requirement to always disclose those techniques and without necessarily 

producing misleading content. Where AI is used in a similar way, this guidance suggests there is relatively 

little difference in terms of consumer perception. 

 

 

Advertising Standards 
Authority (“ASA”) 

https://www.twobirds.com/en/people/a/andy-danson
https://www.twobirds.com/en/people/h/henry-sealy
https://www.asa.org.uk/static/eb77bee0-a147-49b8-81856c3c83586bf2/AI-as-a-Marketing-Term-Report.pdf
https://www.asa.org.uk/news/disclosure-of-ai-in-advertising-striking-the-balance-between-creativity-and-responsibility.html
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Andy Danson and Henry Sealy 

Whilst the Commission has not introduced any AI-specific regulations in its Licence Conditions, it has 

released guidance relating to AI and some of this guidance does have a regulatory impact. For example, 

under Licence Condition 12.1.1(3), operators are required to keep up-to-date with emerging risks information 

published by the Commission and that their policies, procedures and controls take into account learning or 

guidelines published by the Commission.  

In April 2025, the Commission posted an emerging risks publication calling out the use of AI to bypass 

customer due diligence. In this publication, the Commission explained that operators must consider all 

information they hold on a customer and, where documents are received from a customer, must ensure that 

these documents are appropriately scrutinised. Operators must also ensure that staff are appropriately 

trained to assess customer documentation, including how to identify false and AI generated documents.  

More recently, in October 2025, the Commission published a bulletin setting out common trends in 

compliance and enforcement activity. In this bulletin, the Commission explained that it had seen an increase 

in the use of AI for anti-money laundering (“AML”) purposes and that operators should take certain actions to 

ensure this use of AI is compliant. These actions are as follows:  

1. When implementing AML controls, operators need to ensure that their controls address the risks 

identified in their money laundering and terrorist financing risk assessment, and that such controls 

are appropriate to the business and implemented effectively.  

2. During a compliance assessment, operators should be prepared to provide information about an 

algorithm’s methodology to the Commission, who will examine how the algorithm operates in 

practice.  

3. Operators must ensure that their suite of AML controls (including any algorithms) is appropriately 

identifying risks so that risk-based due diligence can take place;  

4. Operators must ensure that their overall suite of controls can identify all relevant risk factors in a 

customer’s profile and behaviour; and  

5. if a model escalates an account to an operator, it should provide sufficient information to allow the 

operator to address the risks identified and effectively implement AML procedures.  

Where gambling operators use AI in regulated activities such as marketing and/or consumer protection, we 

expect that they would be held fully accountable for errors made by that AI. 

 

Gambling Commission 
(“Commission”) 

https://www.twobirds.com/en/people/a/andy-danson
https://www.twobirds.com/en/people/h/henry-sealy
https://www.gamblingcommission.gov.uk/licensees-and-businesses/guide/page/emerging-money-laundering-and-terrorist-financing-risks-from-april-2025
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Simon Phippard and Hiba Abdi 

Since our March 2025 article on artificial intelligence in civil aviation (available here), there has been limited 

progress in the CAA's regulation of AI in the aviation sector. In October 2025, the Regulatory Innovation 

Office announced that the CAA is working with DSIT on proposals for a new sandbox for the next financial 

year, building on the previously delivered £2 million Rendezvous, Proximity Operations sandbox for space 

operations. The CAA is using AI for analysis of air accident investigation reports and is seeking to ease the 

process of approving new drone applications by trialling AI technologies within the Future of Flight 

programme. The CAA’s consultation on statutory charges for 2026/27, released in November 2025, includes 

a £0.5m item for implementation of “AI-led safety reporting tools improving operational efficiency and 

enabling data-driven insights to support regulatory decisions” and to support “scalable and ethical AI 

adoption across aviation”. While the CAA has focused on enabling AI innovation through sandboxes and 

guidance initiatives, we were not able to identify instances of the CAA taking enforcement action against 

regulated entities in relation to the misuse of AI.  

The CAA has committed to publishing key performance metrics from the beginning of 2026, including 

average licensing times, the volume and complexity of applications, and growth in new use cases, to provide 

businesses with greater clarity for planning purposes.   

Beyond these developments, there have been no significant new regulatory frameworks or guidance 

documents specifically addressing AI in aviation since our March article. This contrasts with the European 

position, where the European Union Aviation Safety Agency appears to be more advanced and has 

authorised use of AI elements which meet requirements that, by comparison, are still in draft or subject to 

consultation in the UK. 

Civil Aviation Authority 
(“CAA”) 

https://www.twobirds.com/en/people/s/simon-phippard
https://www.twobirds.com/en/insights/2025/uk/artificial-intelligence-in-civil-aviation-pre-flight-checks-under-way-in-the-uk
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Roger Bickerstaff 

The EHRC continues to take AI issues into account in its more general policy considerations and to provide 

guidance on the equality implications of the use of AI, particularly for public sector bodies. For example, 

Pillar Two of the EHRC Strategic Plan 2025–28 (issued in March 2025) refers to an “agile response to 

equality and human rights risks and opportunities” and states that assessments should be made to ensure 

that AI does not lead to discrimination on the basis of race, and that decision making is based on evidence.  

Guidance was issued by the EHRC in September 2025 to help the public sector embed equality 

considerations in their policies, including decisions to commission and/or use artificial intelligence (AI) 

technologies. This included:  

• Revised Public Sector Equality Duty (“PSED”) and Data Protection guidance, updated to provide 

examples of data that can used as a proxy for characteristics protected under the Equality Act 2010, 

as well as advice on how public bodies processing such data can comply with the PSED and data 

protection law (including in the context of AI);   

• a range of case studies to demonstrate how local authorities can consider equality when 

commissioning and using AI technologies; and   

• a step-by-step guide providing practical advice for public authorities in England, so they are clear on 

how to assess the equality impact of their policies to meet legal requirements and to demonstrate 

best practice.   

At the same time the EHRC issued AI-specific guidance for public bodies in Scotland focusing on how AI-

based technology can be used to help meet equality legal obligations and guidance on assessing the 

equality impact of this technology.  The guide outlines six discussion points to assist in the assessment of 

the equality impact of AI-based technologies.  This AI-specific guidance does not appear to have been 

issued for use outside Scotland. The guide highlights devolved functions and the need for equality 

considerations in AI use within Scotland's context, though the general principles apply across the UK under 

the Equality Act 2010. 

Equality and Human Rights 
Commission (“EHRC”) 

https://www.twobirds.com/en/people/r/roger-bickerstaff
https://www.equalityhumanrights.com/about-us/strategic-plan/strategic-plan-2025-2028
https://www.equalityhumanrights.com/guidance/assessing-equality-impact-ai-based-technology-six-discussion-points
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Next steps 
We will continue to track developments in how the 

UK’s key regulators oversee AI and will share 

practical insights as things progress.    

Visit our AI Insights here. 

 

 

https://www.twobirds.com/en/artificial-intelligence-insights
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